
A major purpose oT me I ecnnl-
cal Information Center is to provide
the broadest dissemination possi-
ble of information contained in
DOE’s Research and Development
Reports to business, industry, the
academic community, and federal,
state and local governments.

Although a small portion of this
report is not reproducible, it is
being made available to expedite
the availability of information on the
research discussed herein.



~ Lt!-UR -84-429

LP.-UR--G42929

DEflfl007505

TITLE: SOLITO14SIiiSYNTHETIC AiW BIOLOGICAL POLYMERS

(. . . . . .. . .. . .

. .

AUTHOR(S):A. R. Bishop

. . . . . .

SUBMITTEDTO: The Proceedings of the Conference on “Nonlinear
Electrodynamics in Biological Systems”, Loma Linda, CA
June 5-9, 1983

DISCLAIMER

ILw!tkanmos
.

LosAlamos NationalLaborator
LosAlamos,New Mexico 8754 ii!

!&d
‘HIBUTION OF THIS 00CUMENT IS UNLIMITED

About This Report
This official electronic version was created by scanning the best available paper or microfiche copy of the original report at a 300 dpi resolution.  Original color illustrations appear as black and white images.

For additional information or comments, contact: 

Library Without Walls Project 
Los Alamos National Laboratory Research Library
Los Alamos, NM 87544 
Phone: (505)667-4448 
E-mail: lwwp@lanl.gov



SOLITONS IN SYNTHETIC AND BIOLOGICAL POLYMERS

A. R. Bishop

Theoretical Division and Center for Nonlinear Studies
Los Alamos National Laboratory
Los Alamos, NH 87545

~. INTRODUCTION

Nonlinear science has, in recent yearn, be8un to receive
truly interdisciplinary attention and to involve a supporting
interplay of analyain, computation and experiment. Most of the
problems being addressed have a long history but are now benefiting
from this new interdisciplinaryview. The synergistic impact of
computers plays an increasingly important role and there are some
new cmcept~ --solitons, toplogy, “universal” routes to chaos and
its characteriz~tion,pattezn selection and evolution, etc.
Si&nificant advances have occurred in our appreciation for the
consequences of strongly nonlinear phenomena ●nd our tibilityto
experimentally detect them. In particular the “soliton paradigm”l
ham ●cquired, in the space of ● decade, an ●atonishiiqjlist of
●pplication ●cross the n~tural sciences. Our focus here is only
a small mubaet of these application but ●lready vast: namely
applicstiona ir solid state materiala ●nd of those primarily——.
low-dimensional,examples (weakly coupled chaina or layers).
~rthermore, we will not discuss ●ny problemn arising in nonlinear
diffusion equations, although these are fundamental in their own
right for descriptionfiof reacticm-diff~aionsymtems, interface
dynamica, nerve-pulse ~topagation, etc.

Civet.the biopbyaical ●mphaaic of this conference, our main
concern is ‘o indicate points of contact with the Iesaons which
have been learned (sometimes painfully) in solid state ●nd ●tatia-
tical physics over the last few ye~ro, To date only limited



cross-fertilization has occurred between the nonlinear problems in
the synthetic and biological literatures. Yet the parallels can
be striking at all levels - mathematical equivalences and computa-
tional approaches and, even more importantly, phenomenological
implications and suggested experimental probes. Since space is
limited we can mostly only list some primary soliton concepts and
material applicatiorisand give a guide to the relevant existing
literature, whilst indicating potential ●pplication in biophysical
contexts (s53-5). By way of illustration we will give a little
more discussion of nonlinear ●ffects at phase transitions (53) and
in certain synthetic polymers (S4). The relevant biophysic liter-
ature is very well described elsewhere in these proceedings, which
we will therefore merely reference as appropriate.

g. SOLITON CONCEPTS AND APPLICATIONS

Good introductions to soliton mathematics include refs. 3-S.
Solid state and statistical physics applications continue to
expand rapid’v but representative ●xamples and surveys can be
found in refs. 1,2, 6-8. With tegard to potential applications in
biophysics we would particularly emphasize the following general
points:

(i) Solitons in one space dimension and with a small number of
degrees of freedom ●t each “site” of a notional ~$~tice, ~ccur in
~ three forms -- kinks, pulses and ●nvelopes.

The first two are ciear and typif.ed by kink solutions to the
sine Gordon (SG) and related equations, or pulse ~olutions to the
Toda lattice or Kortewe8-de Vriss (KdV) equations. Both are soli-
tons in that they are spatially localized but can propagate without
change of shape. Indeed the pulse is just a derivative of the
kink. Their physical origins can be very different, however,
since their topologies ● re quite distinct -- the kink interpolate
between two unconnected degenerate ground states ~hereas the pulse
doeo not. Kinks are familiar ●s dislocations or domain walls,
pulses ●a water wave solitona. Envelope solitons (often called
“breathers” or “bionti”)are sometimes fouud a more difficult
concept ●nd yet in many ways they represent the Most important and
wide-spread class, Here the envelope pre~cribes the localized
soliton structure which may be moving or not, but there is an
●dditional periodic oscillation of the envelope amplitude or
internal carrier wave. In these cusea four (not two) canonical
variables ●re needed to specify the soliton’s state. Breathers
●re so important because they can interpolate between linear modes
●nd extremely nonlinear structures=ch ●a kinks. Simila~ly they
can ●lways be reached by ● suitably high order ●nhurmonic expansion
in the linear modes. Thus they lie naturally at the center of
controversies in maily fields diSpUting the ●dvantages of
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conventional enharmonic perturbation theorv versus particle-like
soliton gas phenomenologies -- as with the wave-corpuscular nature
of light it all depends on the property to be describ.:d(and the
strength of the nonlinearity). The SG and nonlinear (cubic)
Schr6dinger (NM) equations are tl~ical sources of breathers.

(ii) Solitons in nature will rarely if ever be close to the
precise objects conceived by ❑athematicians because of perturbation
●rid/orintrinsic terms which destroy exactbintegrability of the
governing equations of ❑otion (as in the UI equati~n USC3 in g3.)
Nev~rtheless, the basic balances which are present in true soliton
equation can act to ‘“label’.generic types of soliton systems (and
the soiitons which follow) and also are often ~ robust against
quite severe perturbations. Thus tne generic ingredients of the
SG

(1)

and related equations (O is a field variable; x and t are space
and time) are wave-like propagation in the presence of a periodic
local potential -- the latter is motivated from a “pinning’.,
“locki~g&8 “registering’.potential, depending on the physical
origin ‘ (dislocations in a metal, domain walls in a ferromagnet
or ferroelectric, fluxons on a Josephson transmission line, dis-
cosunensurationsin a surface ●pitaxlal layer, charged dislocations
in a charge-density-wavematerial, etc.). The KdV equation

(k constant) characteristically combines weak nonlinearity and
weak dispersion. In the case of the NLS ●quation

(2)

(3)

we ●lways have in mind slow, long-wavelength self-modulation of an
●lmost monochromatic wave with linear dispersion and weak nonline-
●rity. In ●qn. (3), O is a complex (i-e. two-component) field and
k is a positive constant for most cases of interest. (The nega-
tive si8n generates quite different solitons and has fewer physical
●pplications).

(iii) The stability ●gainst many perturbations (e.g. damping
●echanisms, driving fields, impurites, grain boundaries, lattice
discreteness, ●tc.) has naturally lead to the prevalent notion of
solitons as “particles”, i.e. collective modes, responding to
perturbations primarily ~h~?~gh ● collective co-ordinate describing
● center-of-mass motion. ‘ While this view has much validity
●nd le~ds to the importance of ●olitonn for dynamics (e.g. ●s
fluxonk on Josephson transmission line-), the rigid, dyna.,ic



particle picture should not be used too iiterally. The equal
importance of “solitons” for energetic, structure, statistical
properties, ●tc., does not necessarily require simple dynamics.
Thus the deformable nature of solitons (since they are not point
particles) should always be considered. Agaia the effe= of a
discrete lattice are inherent in solid state and biological appli-
cations and act to impede or even freeze (“pin”) soliton motion --
indeed this pinning ia the origin of a low frequency re~onance
identified by SCOTT in the model of alpha-helix proteins discusp-d
in these proceedings by LATHE and LOMIMIILand SCOTT. There are
many other examples in solid state -- the Peierls-Nabarro pinning
barrier “as well-documented in the theory of dislocations, for
example. Here recently solitons appearing as “disconsnensurations”
in incommensurate solid state phases can (on very long timescales)
be randomly (“chaotically”) trapped by a lattice pinning potentia

4which overcomes long-range repulsions between discomnensurations.

It is particularly important to realize that transport can
involve solitons fundamentally without implying simple ballistic
or diffusive soiiton motion, even though this is the most popular-
ized mechanism --generalizing the familiar examples of slippage in
metals via the motion of dislocations
losephson transmission lines, oi

, or fluxon propagation on
soliton propagation along optical

fibers. Hopping motion (of solitons or charges they may carry)
can be of equally practical concern (as is likely in the conducting
polymers of 54, where solitons appear as various kinds of “polar-
ons”, familisr in their own right). In ot er cases tranaport ~

boccurs when solitonx overlap sufficiently; in such ca~es an
independent srliton picture ja quite irrelevant.

(iv) Some of the above re a ks will have made it clear thttY-6
nomenclature is unsettled. The mathematician’s soliton equa~-5
tions have very precise meaning related to their integrability.
This is directly connected with the remarkable soliton propt.rties
of collision ~lability, S-matrix factorability, Hamiltonian separa-
bility etc. One ●xt’-emelystriking consequence ia the ●bility to
quant{.e sfllitcmsexactly and co:

E
truct quantum statistical mech-

●nica. lt is now appreciated that this intimately connects
soliton systemb to those solvable bv “Bethe Ansatz” techniques --
indeed it is clear that, via ●ppropriate mappings, quantum soliton
systtms can be related to almost ●ll exactly solvable problems in
mauy-body ●nd atatistieal physics ●nd field theory (mostly one-
dimensional quantum or two-dimensional classical systems). The
importance of exactly solvable models (defining anchor points of
precise knowled8e about which ● fabric of intuition ●nd approxima-
tions can be woven) clearly gives true soliton systems ● major
unifyina impoi’tance. However tne term “soliton” has come to be
used ●uch less precisely in most physics literature -- ●i8nifying
●ny spatiall~ localized, finite energy, dynamic g~ static,



intrinsic order-parameter configuration (often termed an inhomogen-
eous state). Stability is umelly guaranteed on topological
grounds; non-topolo~ical solitons (e.g. the pulses or envelopes
above) are stabilized by dynamics or external influences (e.g.
impurities, boundaries).

Hopefully nomenclature will evolve to label a polaron a
polaron or 8 vortex a vortex, etc. but the “soliton” label does
serve a uw~ful purpose to focus on an important nonliner paradigm.
It is ti.isparadigmatic sense for solitons which is most relevant
in both solid state and biophysics.

(v) Applications of paradigmatic (and in a few cases nearly
literal) solitons in solid state ●ll center on transport, ●nerge-
tic, or structural properties, The solitons may be excitations
(thermal, quantum, critical fluctuations) or ground state struc-
tures. In some cases they ❑ay be much less populous than linear
modes and yet, for appropriate physical properties (e.g. scattering
functions, transport) much ❑ore important. Earlier references
will indicate the inmense scope for the soliton paradigm, but the
most direct and striking solid state e amples have probably occurred

6-Bin low-dimensions. Examples include Josephson transmission
lines, certain magnetic chain materials, mercury chain compounds,
fast-ion conductors, structurally distortive compounds, ●tc.
There are ❑any other potential applications but the most intensive
investigations currently emphasize electro .
active polymers and charge-transfer salts.

?~cally and magnetically
Examples include

spin- and charge-density-wavematerials (KCP, TCNQ salts,
(THTSF)2PF , NbSe2, NbSe4, ...]. piezo- and pyre-electric polymers
(PVF2), an~ conductin8p-lymers (54).

It icInatural to look ●lso for applications in biology,
prompted both by the frequently low-dimensional (polymer) nettings
●nd by bssic chemical ●nd structural nimilaritea with low-dimen-
sional solid state systems. For instance, the hydrogen bond plays
● pervamive role in biophyaica which leads us to expect sl!nilari-
ties with structurally phase-transforming ●aterials such ●s ferro-
electrics (there ●re even aoruequasi-l-dimensional exauplea such
●s CaD PO , ●cetanilide, nylon-66, certain polydiacetylenes).
llatzyo? tf!equestions posed in DNA ●re essentially ones of (lirear
●nd nonlinear) lattice dynamics (albeit in complicated lattice
structures) which have been faced recently in ● number of struc-
turally transforming materials (see 53). Ionic ●nd protonic
transport mechanics ●s well ● s charge-transfer processes ●re
increasingly discussed in biophysics liter~ture but are ●xtremely
simil~r to processes in fast-ion conductors or charte-trannfer
compounds. Peptide (H.00N-c = O) Mits ocsurrint in ordered (e.$.
a-helix proteins or synthetic polypeptides chmins) or disordered
(e.g. globular proteins) env~ronmenta have been discussed



extensively in tern of self-trapping of lattice vibrathrd
anergy (“ucitona”) because of nonlinear exciton-phomon coupling.
As we shall see this self-trapping produces “solitons” of great
similarity to self-localixed ●lectrons (“polarons”) in qmthetic
metals (54), where electron-phonoa coupling operates. Ue list.—
further nonlinear similaritiesbetween synthetic-and bio-polymers
in $5.

~. 100NLINEARLATTICE DYNAMICS AND STRUCTURAL PHASE TRANSITIONS

t,m>gp nonlinearity i. *ortant in ●ll types of phase transi-
-- fra traditional firmt order (where *’droplets” ●re

relevant) ●nd continuous {below) transitions to more recently
considered camensurate-inc~nsurate (below), Z-dimensional
melting and martenaitic classes. We bri~fly discuss one class
which should have biophysicml relevance:

Order-Di*order ●nd Displacive Transitions.— .-— -—. -
Observing structural transformations in ferro- ( and ●nti-

ferro-) *stortiwe (as well ● s ferroelectric) crystals bas ● long
history, but tlm role of Iatrinsic monlimearity bas on{~ recently
besun to b- confirmed ●xperimentally or theoretically. Key
●xperimental observations -y be ●marize4 ●s precursor effects
(mixed or beterophase fluctuations; tbe occurence of clusters of
the “wromg”’ phsse for T > T ,

.—

&p6
tbe critical tqerature), central

peaks, ●d soft modes. ●cizins order-parameter structures
(such as short-range clusters) represents ● coaplementaq concern
to that of “critical exponeats” ●nd csn be ● considerable conceptual
tool uben visualizing critical or sub-critical dynamics ●nd con-
structing theoretical frameworks. The temperature regi= where
aonlinear (cluster] effects ●re most pronounced is 8reateRt in
lower dimensions.

Tbe si~lest model Hamiltoaian we ●itbt consider bas the

fom!f
femil r doubla-well on-site poteatial (Ginzbur#-Landau expansion)

la one di-nsion (l-d) we write this .s:

[()N 1 mli 2n[u]=x*— + +{ + *U:
~~1 2 m

● C(u
1

~+l-ui)z P (4)

where ● is particle DSSS ●nd tbe order parameter U ●ight be,
●.g.. rotation, displacement (for example of ● lig~t mobile lattice
relative to ●n imbile heavy ion or fictitious reference lattice).
For siaplieity we take A<o, B>o, C>o ●nd ●11 conctsnt. We then
have ● crude mdel of ● ueiaxial untitable lattice ●ystn uith
harmomic ferrodistortive coupling sad local double-well poemtials
●t ●ach lattice site (Fig. la). At high tqerstures w can
expect that the par~icles will oscillate ●bove the double-well
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1 (d l(b) l(c)

Fig. 1 (Schmtic). (s) 10cal *4 potential in Hamiltonian (4).
Stable modes ● re 1) low-T “phonons”, 2) dooein walls, 3)
high -T phon~na; (b) soft mode-central peak cbaracter-
imtica for ~ model; (c) soft-ins of q = O phonon
(imcoqlete in 1 - d). Hmtched region Uy .ustsin 1)
and 3). Type 2) responses ●ppear for T:T
central peak.

o, yielding ●

structu-e with ●pproximately uniform probability distribution but
●t low temperatures they will prefereotlslly occupy one of the
deseoerate wells. Ilotice that we do mot include ● mesn-field
‘GiasburS-Lendau” t~erature dependence in A of the form A =
●(’l”T ). Ue have in ●ind situations where To is ● hiah man field
scale”tewperature ●nd we operate ●t T << T . The model will then
Lewe ● tme transition temperature 7 quit~ imdependeat of T (in
fact T = o to l-d). There io 00 di~ficult7 iocludimc tberm8dynemic
field ~epemdences in the coefficients 8Dd this is •omti~o ●ssen-
tial -- so in mean field d~sf~iptioas of multiphase equilibria or
diac~m.uration defects. ‘ Hodel (4) is of course hi*ly
oversiq91ified in several reepects. It is, however, ●blt to
i601ate d~inmtly nonlinear ●ffects ●nd considerable $~neralisa-
tione ●re possible, particularly within molmular dynamics
@*latioM.



If variations in U ●re smsll ‘o the scale of a lattice spacing
f = Xi+l-x., then ● continuum representation is valid: Ui-Ui+l S

1

s2(?Ju/Bx)2. This situation will hold when the intersite coupli~g
is strong, C >IAI, ●nd we term it the “displaclve” limit. Kink
widths will be >>R ●nd the kink enerby EK will be ●n ““activation

‘nerw” ‘or ‘BT%”
The opposite regime, C << A, can be te~d

“order-disorder”; kinks will be sharp snd particles distributed
with ● thermal randomization ●nd ●ctivation ●nergy IV I (Fig. la).
As we ●pproach this limit, the discrete lattice can severely
modify the ●xcitation dynamics. In the displacive regime we can
introduce ● continuum Hamiltonian density ●nd the coupled Euler-
Lagrange equations of motion for {U.] reduce to ● partial differ-
ential equation for U(x). Frcm (6)1we find

● Utt - n C2U - IAIU + BU3 = O,
0 xx (5)

where C2 = 2C@2/m is the harmonic4sound velocity for this system.
We refe? to (4) ●nd (5) ●s the “~ “ Hamiltonian ●nd nonlinear
equation respectively.

Traditionally, ● sharp distinction has been drawn between
order-disorder ●nd displacive systems. However, it is now appre-
ciated that these ●re merely ●xtremes of a general class. Indeed
sufficiently close to T there is a crossover to
disorder behavior in ●lf cases -- as is confirmedK&3fs~~ ~~~~~~ic
●pproaches and supported by molecular dynamics simulations as well
as real experiments.

Two characteristic temperatures have to be ●ppreciated. The
first= the true long-range ordering temperature -- T = O in
strict l-d ●nd small for ●nisotropic coupled chains. k second
temperature, T , is no: a true critical temperature but marks ●n
incipient firs? order “condensation” or ‘*localordering” -- for
T>T particles have sufficient energy to oscillate ●bove the
on-~ite double weli structure, whereas for T < T they prefer to
oscillate in ●n individual displaced well; howev~r for T > T <u>

= O so “clusters” of particles oscillating in the same well ire
separated from neighboring clusters in the other well by “domian
walls” (our kinks in the l-d problem). The temperature T can be
characterized in variou ●quivalent ways. The self-consistent
phonoa ●pproximation (SCPA) finds the ~timal harmonic description
for particle oscillations ●nd ●t ● temperature

— — .-—
~ To predicts a

first order transition from +n-well to ●bove-well oscillations.
(i.e. T s “soft mode temperature”). It is incapable of ●ccounting
for the”kink solutions which ●re the reason for ●n incipient
condensation only. Alternatively, one can study the sinsle-particle
probability distribution and identify T with the temperature
below which ● double hump distribution aevelops. More sensitive



-ny-particle distributions must be studied11 for imotropic
higher-d.

3
find ●ccording to these criterion: To ~

21V ~(C/lAl) . >A very reasonable interpretation o To is that it
is ?he temperature at which the kink excitations become themally
unstable. To operate this criterion we need to include ● “the’:-
MIly ren~rmalized” kink energy ●t hish T. This can be ●ccomplished
●pproxi-tely by c~?ring with static correlation function ●sti-
mates, uhieh suggest

%To ~ ‘K(TO) ~ 0“4 %(0) ~ 2%i(c/lA 1)$ (6)

The *’scaling* dependence on (A/C)* fol!ows ●utomatically from the
displacive ●pproximation (5).

The SCPA has ●njoyed popularity ●s a soft mode description
for displacive systems. It can indeed be successful in a substan-
tial range of (T, w, q) (teqerature, frequency, wave-vector)2

t
sp ce but fails in certain regimes Th~ SCPA replace -$I+IU. + $
BU. (equ. (4)) with \ (-IAI + W<d>) U. a= #@(T-T ) .. Thus’

di~tlnct sectors of excitations space (kelow) ●re ‘mi~ted. Calcu-
lations of the dynamic structure factor S(q,w) in l-d can be

;Ci;:;;;t . ~l!to s ow that (i) the SCPA is valid for all T if q ~
(the kink width 2d increases as C/A increases);

(ii) it is valid for T ~T ; the SCPA dispersion,
o

- 2
=W Sm + (2C/H) (1-COS ql), with UJ2

% Sm
= (lA1/H)(3<u2>/cu2>-1)

* *
is only valid for w > w where UJ is s-her for more disnlacj~’e
systems (C/A increa~?ng). Remark (iii) is the fact that there 1s
only ●n incipient soft mode. In fact the strongly ●nharmonic
regions where SCPA fails for l-d ●re characterized by the dominance
of kink excitations and the ●ppearance of ● central peak associated——
with the,.

In the displacive l-d case in particular, a quite complete
phenomenology can be constructed from ● knowledgr of the general
travelinc wave solutions to the continuum equation (3), i.e.
●v~ilable lattice dynamic modes. The general solutions ●ppear,
see e.g. Ref. 13, in the form of Jacobi ●lliptic functions. The
linearly stable types ●re illustrated in Fig. (la). Physically,
they represent (i) “low-T’*or “in-well” phonons; (ii) “hiSh-T” or
“above-well” phonons (“phonon” here includes general ●nharmonic
periodic solutions); (iii) domain-walls or kinks. These excita-
tions give ● better description of the transition resion T : T
than the enforced harmonic modes of the SCPA. Snapshot distribu-
tions ●re not transparently “separable” for T : w bu\3response
functions sre mch more so. As N!BRY has emphasi~ed, the 9ean
energy per unit length co, for the three ●xcitations as ● function
of w ●nd q, is ●n important quantity. See Fig. 1 of Ref. 13.



Note the softening of w(q=O) for low- and high-T phonons as c +IV I
(Fig. la). It remains to relate temperature to & . In a non~intg-
grable enharmonic system equipartition of energy ~etween modes has
to be an approximate procedure. However it is known that for q ~
q. (above) the available motions are essentially harmonic at all
T, so that one can conjecture that the energy per particle to be
associated with large amplitude enharmonic motions, Es(T), is

[

‘bz
Ea(T)

~ ‘BT 1 - q;: -fq 1dqa(A/C)$kBT .
0

This procedure works remarkably well in explaining the location of
strong response characteristics at all T: a mode will be thermally
active (with signature in S(q,w)) if & (w,q) ~ E (T). Also note
that E [T) ~ IV 1, which from Fig. 1 o! Ref. 13 ~e expect to be
aasoci~ted with”the soft mode-central peak onset, implies T ~ T --
EK(T ) as suggested in (6). To include broadening of resonancc~ -

?in S q,w) we need in general to improve this independent excitation
gas phenomenology by including interactions.

Dynamics correlation functions (and the Fourier transform
S(q,w)) cannot be calculated analytically in the strongly enhar-
monic region, however the combination
❑olecular dynamics leads unambiguously

~f-q~enomenology (above) and
to the picture shown

schematically ir,Fig. 1. At low T most motions are low amplitude,
and response characteristics of an extended periodic mode (“low-T
phonon”) appear. This softens as T + T and is replaced at higher
T with the “high-T phonon” response. T~e kink excitations give
rise to the very different central peak response. This appears as
T is lowered as a broad, low intensity resonance around the incip-
ient aoft mode temperature T and becomes shark.r and more intense
as T is further lowered, div~rging at T = O (the l-d critical
temperature). T+e central peak appears strongly at q = O and
disappears for q ~ q . It is solely due to the kink excitations
in the simpler model:, and should be thought of as a dynamic and
incomplete (i.e. having width in w and q space) Bragg peak, The
central peak width is partly determined by the inverse ●verage
kink separation and effective kink velocity: for T ~ To there are
numerous ~table, mobile kinks but none at T = O.

In isotropic 2- or 3-d, IT -T I is substantially smaller than
in l-d and therefore it has bee~ dffficult to observe cluster

$
propert es experimentally: an excellent history is given b>
N(hLSR . Succesrn has come recently using-~~R measurements which
disc~}minate between the fast phonon (-10 see) and slow cluster
(-1O see) ti~scales. Real anisotropic materials such ●s pol~~rs
offer special ●dvantages of a substantial T and large IT -T 1.
It is important to emphasize that clusters ~r~most impor~an?

10
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physically because of their impact on dynamics and timescales (as
with “critical slowing down”).
time

centfal ‘eaks‘
clusters, and slow

tales can have other origins, for example static or dynamic
impurities which may trap intrinsic clusters or induce similar
distortions -- clearly these intrinsic and extrinsic ❑echanisms
aue not mutually exclusive but part of a single unified picture.

There are now ❑any fine examples of structurally transforming?1
materials including hydrogen-bonded ferroelectrics (e.g. KH PO ).

2eQuasi-one-dimensionalexamples include KCP, TTF-TCNQ, TaS3, Nb e3,
CSH2P04 (see refs. 10).

In biological contexts one can anticipate numerous examples
of ferroelectric, distortive and meltin phase transitions -- some

95
examples have been discussed elsewhere. One of the most topical

‘discussionsCentersl!?
n transitions betw(’enstructures in DNA, e.g.

the A and B phases. It is not our intention to describe the
existing literature. This is already reviewed elsewhere in these
proceedings. However, we do emphasize that the lessons learned in
the conventional solid state contexts will surely be paralleled in
biopolymers, especially because of their effective low-dimension-
ality. We must of course recognize that the “crystals:’involved
are extremely complex, and information (theoreticallyor experimen-
tally) on lattice structure, lattice dynamics,
etc., i. T’sdeN::::;:::::s9Still dt a relatively primitive stage.
we can expect that a proper appreciation of the complementary
roles of intrinsic local, large-amplitude confirmational distor-
tions and quasi-harmonic extended modes and extrinsic defects will
be ach~~ed much more rapidly if the his~y of soft modes and
central peaks is appreciated in the biophysics community.

Finally, we briefly mention one other general class of phase
transitions in solid state contexts where strong nonlinearity has
been ext emely important, namely comawnsurate-incommensuratetren-

5sitions. These occur in many situations where there are competing
interaction~ and periodicities and the ground state can be intrin-
sically inbomogeneous. Specifically, the system may homogeneously
~o~odate one interaction (“be commensurate”) for some extended
regions of space but bridge these regions with incommensurate
defects (“discosnnensurationa”),often described by solitons of the
SG variety, eqn. (l). The d~ildity of these defects tends to zero
as a transition ia approached from the incommensurate side by
varying temperature, pressure, etc. This situation had achieved
little attention in solid state phyaica until the last few year~,
but ia in fact very cooanon-- the competing interactions might be
an underlying lattice spacing, spin- or charge- or mass-density-
wave period, ●tc., and the diocommensurationamight appear in the
❑ass density, spin density, charge density, helical spin period,
etc. Theoretical and experimental tools have &harpened rapidly



and there are now ●any excellent observations of couanensurate-in-
consnensrate transitions and even of the disconmensurations them-

8
selves. Pi[ming of the discormaensurationsby the discreteness of
the lattice or by extrinsic defects can even lead to random
(“chaotic”) ordering of the d“sconmnensurationsand to many nearly

$equivalent metastable states. Pletastabilityand hysteresis are
typical of this class of phenomena. It is very easy to imagine
competitions between interactions in biophy~ticalcontexts wnich
should fall into this general class and lead to intrinsic structural
inhomogeneities. Indeed primi~~ve arguments along these lines
have already been put forwqrd.

+. SOLITONS IN POLYACETYLENE AND RELATED MATERIALS

Many organic and organo-metallic polymeric ❑aterials represent
fine settings iorthesolit?~ paradigm with structural, energetic
and transport consequences. A particular example, which has re-
ceived intensive theoretical and experimental attention is poly-
acetylene, (CH)X, synthesized for example a~~a film which can be

!?.!2!4‘0 near-metallic conductivity levels”

We emphasize that the research effort devoted to (CH) is
driven primarily by its fascinating technological potent.iaf.
Nevertheless it is alf,ofair to claim that soliton concepts have
modified the conceptual basis within which experiments and theories
are designed in the strongiy interdisciplinary field of “conducting
polymers”, which includes (CH) . In this brief repot, we wish to
develop the theoreti~ statusxof (CH)X ❑odeling, because it
illustrates many general features of soliton research such as the
equivalences which solitons reveal between diiparate physical.
contexts: here we will ~qke use of connections with model field
theories wb.ichare found to have the same kink- and polaron-
soliton states as predicted in (CH) . Likewise the exact solubii-
ity of these field theories (using #oliton techniques) leads
naturally to explicit statements about the structure and ●xcitations
of a wide range of other polymer models. Soluble models are of
course useful here, as elsewhere, because they can bring physical
clarity to complex features which are essentially preserved (e.g.
because of synmwtry) whm exact volubility is not possible.

Descriptions of (C~~x from a chemical or physical perspective
can be found elsewhere. Briefly, the major synthesis effort is
now devoted to controlled synthesin-morphology-proper~yrelation
mtudies, both of (CH) and m= other members of the growing
family of conducting fiolymera. It is unlikely that (CH) will
survive as the example of prime technological interest, l!utits
●xtreme simplicity for modeling purposes hsa meant that it has
played ● primary stimulant role for ●xciting experiment and
theories. Even for (CH) , new syntheses have ●merged f~nging from
almost totally amorphousxto near single crystal forms,

12
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Fig. 2. Schematic bond structures for (a) trans-(CN)x ●nd (b)——
cis-(CN) . Algo included ●re schematic plots of energy
~ un$txlen~th ve. band gap parameter A for uniform A.
Note the degeneracy in (a) corresponding to the two
●quimlent ground state conformations. In (b) the lack
of degeneracy, 6E/A, has importsnt consequences (53).

-a
a

Fig. 3. Intrinsic defect states in trans-(CH)x ●nd ●ssociated
●lectronic levels for (a) s kink, (b) ● polaron. DaBhed
Iinea indichte localiced state probabili~y denaitiea. ~
●nd S denote charge and spin, respectively, ●nd the

len@h ‘tale ~g ● yo’ Anslytic formulae for the
profiles ●nd c ntin u state phase ~bifts ● re gives in
ref. 17. From the latter we find that a kink remmes 1
state from both the conduction ●nd valence bands, whereas
the polaron rr .ovcs 2. l’hia tiediately explaina the
Q-S relationa.
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For our present purposes, we wish merely to consider
idealized (CH) single chain and introduce some primitive chemical
language for t~e two isomers of (CH) , which we term cis and trans
for simplicity. The situation is su&arized in Fig. ~ A uniform
chain of (CH) monomers would have one unpaired n-electron per
monomer (u orbital bands lie far from the Fermi level and are not
important here) and the polymer should be a conductor. The uniform
chain is however unstable toward dimerization into the trans-(most
stable) or cis-isomeric forms in which all electrons are saturated
giving an i=lator. Precisely this sit~ation is described in
solid state as a Peierls-Frohlic~8distortion, which for a half-
filled n-band is a dimerization.

A crucial difference between trans- and cis-(CH)x is the pre-
sence of ground state degeneracy in the forme~~as depicted in
Fig. 2a. This will lead to the possibility of

“free” W; f?:iion
states in trans-(CH)x about which much has been writtenl,
In contrast only bound kink-antikink (polaron)-solitons are——
po~sible if there is no s’lchdegeneracy. The idea of confirmational
defects shauld be ciear as distortions of bond lengths between
possible ground state conformations -- either the same groand
state or different ones (as for trans-(CH) . Imagine rUPtUring a

double bond and separating the unpaired tip~ns,leavin8 free radi-
cals or, upon charging, carbanions or carbonium ions. indeed the
concept of S-$ conjugation defects in polymers is not at all new.
The main addition from the soliton viewpoint is that the confirma-
tional defects are typicaliy extended over many C-C lengths. This
has important consequences for ●nergetic and dynamics. The
confirmational defects are of course accompanied by defects in the
electronic density as indicated below,

SU, SCHRIEFFER and HEEGER (SSH)18 introduced a simple tight-
binding Hamiltonian for a pure, isolated trans-(CH)x chain:

H =- 2. [to+a(un-un+l)l[c+ c +h,c,]
n,s

ns n+l,s
(7)

++KX (Un-Un+l)2 +~MXti2 .
n

n
n

Here C+ creates an (n) electron of spin s ●t.site n, U io the
displa~~ment of the (CH) unit at the nth site from its ~ndlstorted
position, and H ia the ❑ass of ● (CH) unit. Although very primitive
this model has some very interesting properties becauae of the
coupling (u) between the electronic ●nd phonon degrees of freedom.
There are of conrse additional effects neglected in (7) which can
be quite important, es. interchain couplins or electroyOcorrela-
tions, These are now the nubjects of inteusive studies but we
will not consider them here.
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For ● half-filled n-conduction band, SSIIdemonstrated in the

●diabatic limit that (7) is spontaneously unstable towards one of
two degenerate ground states, corresponding to the Peierls-dimer-
ized A ●nd B configurations in Fig. 2a -- distinctions need to be
made between even and odd length chains ●nd between sizes 4N and
4N+2 (N integer). In addition, they concluded numerically that
excitations or, for electron concentrations close to half-filling,
intrinsic defect states in the dimerized pattern ●ppear as kink-
or polaron-like confirmational distortions, with important spin-
Charge relations and consequences for doping or photo-generation
of carriers. The ground state and excitation structure follow
naturally in a continuum theory of (7) which is extremely accurate
in the case of (CH)

x“

The continuum limit of (7) has been given by sever.11authors
and in a mean-field adiabatic approximation results in the

1#
ollow-

ing equations for the static l-particle electron wave-fns..—

cnu*8(Y) = -iv &un8(y)‘A(Y)Vn&(Y)

&nvnJy) = +ivF $Vns(y) ‘A(Y)Un8(Y)

and the self-consistent gap ●quation

A(y) = + 2’ [v;8(Y)un8(Y)+u;~(Y)vn8(Y)l .

“’Q ‘s

(8)

(9)

Here y is the continuous variable, w2/2~2=K/4a2, vF=2Qt (2 is the
undistorted lattice constant) g=4a(dh4) , u nnd v ●re t~e two cofn-
ponents of the electron spinor field linearized ●round the Fermi
surfa~e, ●nd A(y) is pr~ortional tv the stagscred lattice displace-
ment U =(-1)% :A(y)=4aU(y). The prime in (9) indicates suasnation
over o!cupied !tates.

The problem po~ed by (8) ●nd (9) is clotely connected with
“soliton” problem~7in many other ●reas, e.gh superconductivity ●nd
nonlinear optics. Alternatively, ● ●imple transformation casts
(8) into the fomn of sin~le particle Dirac equations for mayp::s
fermions in ● potential A(y), ●nd this problem can be shown
be equivalent to one example of ● seluble field theory of inter-
●ctin~ massless fermions. Soliton-like propertied permit the—-
construction of ●nnlytic, closed-form ●xpressions for ●ll ●tatic——
configuration -- the dim~rized ground state, a kink (X) or a
>olaron (kink-antikink,KK, bound &tste). These ●re illustrated
in Fiu. 3. The kink and polaron should b~ viewed am localized
confomatx.mal defecto w?.th●ssociated localized-electronic levels,
Note th~ ununurnl●pin-charge relations for K or K, Fig. 3.
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There a number of generalizations of the soluble model outlined

above. One “mportant family of soluble models was introduced by
8RAZOVSKII.

1$ The ordered A=B alloy and the SSH model with broken
ground state degeneracy (as in ~-(CH)x) represent two popular
members of the family. The 50:50 alloy is intriguing because of
the p~~sibility of a mechanism f~r fractionally charged kink-soli-
tons. Here Hamiltonian (7) is mo~fied by an alternating atoc~c
orbital on-site ●nergy. Materials such ●s (poly)carbonitrile are
candidates for this model.

The SSlimodel with groundstate symmetry-breaking (cf. Fig.
2b) is of extremely ~eneral importance: other Peierls-distorted
systems with multiple groupd states are certainly possible but
they ●re far outnnmbcred by ❑aterials with a unique ground state
plus one or more ❑etastable conformations. Some of these have
potential as practical conducting polymers (e.g. pOlypyrrOleS,
poly(para) phenylenes, polydiacetylenes, polythiophenes). The
central point is clear and independent of specific modeling.
Namely, the ●nergy difference between the unique ground state and
●ny metastable conformations will provide a linear “confinement”
potential - imagine trying to create kink and anti-kink ●nd to
separate them, This means that kinks cannot be “free” (on the
pure chain) ●nd must bind in pairs, i.e. as polarons. The bi-po-
larons (i.e. two self-trapped charges) will be wider than polarons
but not unsta~ as in trans -(CH) . This general idea has now
been ● reciated in modeling of th~ more complicated polymersM
above. Note that bipolaruns can have the same signatures as
charged kinks, j.e. charged but spin-O. An explicitly soluble

~~;~~t$~$~!9the same
soliton techniques ●s earlier) can be con-

which demonstrates ●ll the confinement features.
Introducing A(y)=A(v)+A , where A is ● constant synsnetry-bre~king
term, results in analyt$c polaronesolutions which have precisely
the same functional form ●s for the tr~ns model (7) ~ut with loca-
tion of the s$p ~tateS (cf. Fig. ~) ●t ho with w /A =COSO ●nd
ytane=(n/4)(n -n ?~)e, w~th ~Ae/AAo, n* t~e occuP$ti8na of the ~,
gap states, ●nd A =mv UJ/28 (a dimensionless couplin8 constant).

FQ

The Hamiltonian (7) debcribes a situation of inter-molecular
electron-phonon coupling. In many organic ●nd organo-metallic
❑aLrrials, intra-molecular modes are ❑uch more numeroud ●nd can be
●t least as~rtant. In fact inter- ●nd Lntra-molecular mode
COUPl~qgS may well be in competition ●nd this has lead to sugges-
tions of lntereatin8 phase diagrams where they ●re operative
touether -- both in terms of the allowed ground stmtes ●nd excita-
tions , The simplest model of electrons coupled to intra-molecular
phonons is perhaps the “mol~ylar crystal model”, f~a~4in
solid state for many yearx, wh~ch in l“d takea the form



17

- J X (s: ~an+l ~ + a+
n+l,san,s)

n,s ‘
(lo)

-AZy+
n,san,sari,s “

n,s

In (10), y is a normal coordinate usually referring to some
internal v!bration of a molecular unit at the ~-th site, with an
associated mass H ●nd natural frequency w . ●

(annihilates) an electron with spin s at ?he n~tg(s?tg! c~st;~ur
terms in (10) represent, respectively, the lattice kinetic energy,
the vibrational energy of the molecular lattice, the electronic
kinetic ener8y ●ssociated with moving an electron between (nearest
neighbor) sites, ●nd the couplin8 of the electron and lattice
(phonon) ❑otions.

It will be clear how the terms inter- and intra- arise from a
comparison of (7)2?nd (10). We have contrasted these models in
detail elsewhere. Here w note only that (i) the molecular

!!3
crystal model was developed explicitly as a 8eneric model for
“self-localized (or trapped)” electrons, i.e. polarons, and (ii)
despite the explicit differences b(tween (7) and (10), the polarons
which they can support ●re quite similar. In f~ct, in the weakly-
bound polaron limlt.(i.e. low-amplitude, spatially extended), the
two polarons become identical
theory by the NLS equation (3).

!~d are described (ins continuum
Even more interestingly we note

that the same tight-binding model (10) can be, ●nd has been,
●pplied to the self-localization not only of electrons but also
ma8nona ●nd+vibrational quanta (sometimes called “excitors”). In
thim case ● creates ● magnetic or vibrational quanta and the
constant A !!efersto the strength of magnon-phonon or exciton-phonon
couplin8. Note t~at there is ● difference of statistics between
electrons (fermions) ●nd magnons or excitons (bosons).

We stress this last point because precisely the same ❑odel
Hamiltonian has recently been propooed in ● biological context
without recognizing the very relevant solid state polaron litera-
ture -- ●nd therefore the possibility of short-circuiting ●nalysis,
the recognition of pitfalls, ●nd the choice of ●ppropriate experi-
ments. We refer to the subject of ●rlf-localized excitations
(“solitons” of thm NLS variety) due to excit.on-phononinteractions
in pol~leptide chains, i.e. Ho’*N - C = O coupled units. The
couplinl!of the longitudinal ph~~ons to pep~~de vibrations ham
been ●ul:gestedboth in ●n inter ●nd intra form, The biological—...
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contexts may also have lessons for the synthetic ones. For examp$~
polypeptide chains occur as 3 coupled strands in a-helix proteins
(myosins, e-coli, mitochondria, ●tc.) and the biological discussions
have also focussed ●ttenti~~on qrnthetic polymers with 2-coupled
strands (e.g. acetanilide) ●nd nearly isolated strands (e.g. in
nylon-66 and certain polydiacetylene side groups). The coupling
between chains has revealed ● variety of chain-sharing localized
excitations. The question of interchain coupling is only now
receiving corresponding ●ttention in materials such as conducting
polymers (above). Again the combined presence of inter- and
intra-molecularphonon coupling has so far been d~$cussed for
static excitations in the solid state literature, whereas the
more interesting question of dynamics has been so-.‘-:-tedby th~6
biological concerns -- leading, for &xawple, to the suggestion
of intra-molecular coupling acting ●s a transient (picosecond
scale) self-trapping mechanism nucleating activity in the inter-
molecular modes on a lon8er time scale. This should have wider
applications. On the other hand, the effect of disorder (of the
lattice locations ●rid/orsite energies in (10)) has already been
considered in solid state situations with electron- (or magnon- or
●xciton-) phonon couplin8 -- e.g. in amorphous serniconductorb.
From these studies it is already clear that disorder alone can
lead to self-localization of the elementary excitations as well as

;:c:::::;;:n:t%7s”
(This ia the famous theory of “Anderson

2~,28
Since the coupling to phonons can also lead to

self-trapping (less readily in d > 1 than d = 1), these
effects tend to reinforce each other, and there has been a prC’-

~~~~~~~8’’chicken-and-e88°
discussion about their relative impor-

This history will necessarily be repeated in the descrip-
tions of coexisti~g localj,zedand extended stationary states in
810bular (disordered) proteins, such as the lysozyme discussed by
LOMDAHL. The functional roles for self-trrnpnedexcitations in
biology remain to be clar
famcinatin8 speculations.

~$~~~ but they lend themselves to

It should be clear that some of the moat intriguing functional
consequences (e.g. energy or charge transduction) for localized
(“soliton”) objects concern their influence on transport. This is
true just aa much for conductin8 synthetic polymeru ●s for biopoly-
mers. However, the story is very far from complete in either
came, We reemphasize that simple diffusive soliton transport will
probably have limited relevance in either case. In 8eneral we can
expect (thermal or quantum) tunnelin8 to play ● major role --
ei~hrr of the total soliton entity or of the self-~5!4V~~8excita-
tion -- leadin8 to “hoppin8” trans ~~rt mechanisms. In
●ddition, recemt numerical studies of semi-classical soliton
dynamics have revealed unexpected subtleties, even for so simple a
model ●m the lSSH,eqn. (7). For example, the solitons have a
maxjmumvelocity which is unrelated to the sound speed. A~ain,— —.
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“breather’’solitons(strongly ●nharmonic phonons), afialagouato the
dynamic solit-ns of the NM equation (3), are readily excited

(e”8. by laser stimulation). Soliton dynamics and transport iu
polymers leave, much to be revealed!

There has been little space in this artlcl,’to mention the
many connections between solid state (e.g. synthetic polymer) and
biophysics, with strong nonlinearity playing the unifying role.
Striking parallels occur ●t all important lev’els: analytical (as
in the casf of self-trapping mechanisms, 54); numerical techni..wes;
experiment; implications, applications, and techniques. (At
once, conve.ltionalsolld state probes are at last being devoted to
bioprlymers but their complexity is demanding new extremes and
techniques -- in a real sense, biopolymers are a new frontier of
materials science).

As important as the above connections is the commonality of
phenomena. These include: hydrogen-bonding (compare peptide 15
chains or DNA or cellulose with hydlo8en-bonded ferroelectrics);
structural (and ferro-electric)phase transitions (35); competing
interactions (leading, for example, to commensurate-incommensurate
phase transitions and intrinsic structural “~haos”, S3); thermal
or quantum nucleation (which may be relevant to premelting or
intercalation centers in DNA (see SOBELL and ref. 15); self-local-
ization phenomena (S4); transport mechanisms (diffusion or hopping
of self-localized states, proton transport (e.g. through biomem-
branes), ionic diffusion or hOpping, charge-transfer, etc., compared
with polaron transport ic ❑olecular crystals ●nd conducting polymers
or transport in fast-ion conductors); piezoelcctricity (familiar
in synthetic polymers such as poly(vinylidene) fluoride and suJ3-
gested in materials such as DNA); macromolecular architecture
(e.g. in lipid bilayers) and its synthetic parallel in aoli state
polymerizations such ●s in single crystal polydiacetylenea.

30

There is no space here to give due attention to all these
topics. However we can conclude by reiterating two dominant
themes: (i) solitons ●re important in condensed matter, especially
in reduced dimensionality, for structure, energetic and transport;
●nd (ii) ●n interdf,sciplinaryapproach to strong nonlinearity has
had profound success in many other ●reas of the natural sciences.
It will surely yield similar benefitn in biophysics, perhaps with
even more significant consequences.
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